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Background – Oncology trial design

Peng Yang (Rice University)

Background – Oncology trial design
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Background and Literature Survey

q In 2022, FDA initiated Project Optimus “to reform the dose optimization and dose selection paradigm 
in oncology drug development.”

q Paradigm shifting from maximum tolerated dose (MTD) to optimal biological dose (OBD).

Conventional Chemotherapy

Efficacy
Toxicity

Targeted Therapies

Efficacy

Toxicity

MTD ≈ OBD OBD MTD

q MTD-based dose finding is often 
appropriate to inform RP2D 

q Safety alone is not sufficient to 
inform optimal RP2D
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Background – Design strategies to find OBD

q Trial designs to compare multiple dosages (FDA, 2023)
q The trial should be sized to allow for sufficient assessment of activity, safety, and tolerability 

for each dosage. 
q The trial does not need to be powered to demonstrate statistical superiority of a dosage or

statistical non-inferiority among the dosages.

q MTD-based dose finding is 
often appropriate

Challenge:
How to design such a trial?
How many patient should be enrolled?
How to make decision?

Goal: Select a dose set A
as OBD admissible that
each dose within this set is
safe and efficacious
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Methodology: Set ups

𝑑! 𝑑"

Dose arm 1 Dose arm 2 Dose arm 𝐽

𝑑%

…

…

q Consider a multiple-dose randomized trial, where a total of 𝐽×𝑛 patients are equally randomized to 𝐽
doses, with with 𝑑! < 𝑑" < ⋯ < 𝑑#.
q The In most applications, 𝐽 = 2 or 3, and 𝑑% is often the MTD or maximum administered dose.

q 𝑌$ and 𝑌% denote the binary toxicity and efficacy endpoints, respectively.
q Example of 𝑌&: dose-limiting toxicity, dichotomized total toxicity burden.

q Example of 𝑌': objective responses, efficacy surrogate endpoints.

Page 5



Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Methodology: Assumptions

• 𝜙&,): the null toxicity rate that is high and deemed unacceptable; 
• 𝜙&,!: the alternative toxicity rate that is low and deemed acceptable;

q Let 𝜋$,' = Pr(𝑌$ = 1|𝑑') and 𝜋%,' = Pr(𝑌% = 1|𝑑') denotes the probability of the occurrence of toxicity
and efficacy events.

𝜋&,*
𝜋𝑬,*

𝜙&,) 𝜙&,!

𝜙',)

𝜙',! ✔

OBD admissible 

q Assuming that 𝜋$,' and 𝜋%,' are non-decreasing with respect to the increasing of dose levels.
q Randomized dose optimization trials with same drug but with ordered doses.

q For toxicity endpoint, we assume

• 𝜙',): the null efficacy rate that is low and deemed unacceptable; 
• 𝜙',!: the alternative efficacy rate that is high and deemed acceptable

q For efficacy endpoint, we assume

Challenge:
How to modeling joint toxicity and efficacy data?
How to account for the fact that doses are ordered
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Methodology: Global type I error

where 𝑠, 𝑘 ∈ {0,1, … , 𝐽} with 𝑠 ≤ 𝑘.

q 𝐻(: None of the doses is the OBD. Challenge: consists of multiple hypotheses! 

𝑑* 𝑑+ 𝑑* 𝑑+

𝐻0(0,0)
Tox 𝜙1,0 𝜙1,0

𝐻0(0,0)
Tox 𝜙1,* 𝜙1,0

Eff 𝜙3,* 𝜙3,* Eff 𝜙3,0 𝜙3,*

𝐻0(0,1)
Tox 𝜙1,0 𝜙1,0

𝐻0(0,1)
Tox 𝜙1,* 𝜙1,0

Eff 𝜙3,0 𝜙3,* Eff 𝜙3,0 𝜙3,0

𝐻0(0,2)
Tox 𝜙1,0 𝜙1,0

𝐻0(0,2)
Tox 𝜙1,* 𝜙1,*

Eff 𝜙3,0 𝜙3,0 Eff 𝜙3,0 𝜙3,0

𝜋&,*
𝜋𝑬,*

𝜙&,) 𝜙&,!

𝜙',)

𝜙',! ✔

OBD admissible 
Safe but futile Efficacious but overly toxic Futile and overly toxic 
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Methodology: Global type I error

where 𝑠, 𝑘 ∈ {0,1, … , 𝐽} with 𝑠 ≤ 𝑘, and  

q Define global type I error that encompasses all 𝐻((𝑠, 𝑘) as follows:

where α 𝑠, 𝑘 = Pr reject 𝐻) 𝑠, 𝑘 𝐻)(𝑠, 𝑘)).

q 𝐻(: None of the doses is the OBD. Challenge: consists of multiple hypotheses! 

Safe but futile Efficacious but overly toxic FuTle and overly toxic 
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Methodology: Generalized powers

where 𝑢, 𝑣 𝜖 0,1,2, … , 𝐽 with 𝑢 < 𝑣.

q Consider 𝐻!: At lease one does is the OBD admissible
q challenge: Consists of multiple hypotheses

Safe but futile Efficacious but overly toxic Safe and efficacious

𝑑* 𝑑+

𝐻*(0,1)
Tox 𝜙1,* 𝜙1,0
Eff 𝜙3,* 𝜙3,*

𝐻*(0,2)
Tox 𝜙1,* 𝜙1,*
Eff 𝜙3,* 𝜙3,*

𝐻*(1,2)
Tox 𝜙1,* 𝜙1,*
Eff 𝜙3,0 𝜙3,*

: OBD admissible
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Methodology: Generalized powers

where 𝑢, 𝑣 𝜖 0,1,2, … , 𝐽 with 𝑢 < 𝑣.

q Consider 𝐻!: At lease one does is the OBD admissible

𝑑* 𝑑+

𝐻*(0,1)
Tox 𝜙1,* 𝜙1,0
Eff 𝜙3,* 𝜙3,*

Selection

✔

✔

✔ ✔

q challenge: the standard definition of power, which reject the 𝐻!, is not sufficient to account for the 
characteristics of dose optimization

Safe but futile Efficacious but overly toxic Safe and efficacious

: OBD admissible
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Methodology: Generalized powers

§ Generalized power I:

§ Generalized power II:

𝛽! 𝑢, 𝑣 = Pr reject 𝐻) and all does in 𝐴 are truly
safe and efMicacious

𝐻!(𝑢, 𝑣)).

𝛽" 𝑢, 𝑣 = Pr reject 𝐻) and at leaset one doe in 𝐴 are truly
safe and efMicacious

𝐻!(𝑢, 𝑣)).

where A denotes the admissible dose set selected by the design.

𝛽* 𝛽+
Tolerate false 

positive ❌ ✔

§ Both generalized powers are stricter than the standard power.
§ The choice of power depends on the characteristics of the trial and user’s

tolerability of false positive.
§ Power II is a good option when reducing the sample size is of top priority.

𝑑* 𝑑+

𝐻*(0,1)
Tox 𝜙1,* 𝜙1,0
Eff 𝜙3,* 𝜙3,*

Selection

✔

✔

✔ ✔
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Part 1: Design and Sample Size DeterminaGon for MulG-Dose Randomized Trial

Peng Yang (Rice University)

Research Plans and Methodology: Generalized powers

Global power I and II can be minimized as follows:
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Methodology: The MERIT design

q MERIT (Multiple-dosE RandomIzed Phase-II Trial)

q Specify target global type I error and power 𝛼∗ and 𝛽∗;

q Randomize 𝐽×𝑛 patients equally to 𝐽 doses;

q In any dose arm 𝑑*, if 𝑛',* ≥ 𝑚' and 𝑛&,* ≤ 𝑚&, we reject 𝐻) and claim

that 𝑑* is OBD admissible, where 𝑚& and 𝑚' are decision boundaries for

toxicity and efficacy, respectively.

*𝑛',* and 𝑛&,* are the total number of patients who experience efficacy and toxicity 
events in dose arm 𝑑*. 

Page 13



Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Methodology: Determine design parameters

1. Set 𝑛 = 1,… , 𝑁 , where 𝑁 is a large

number;

2. Given a value of 𝑛, enumerate all possible

values of 𝑚' , 𝑚& 𝜖 (0, 1, … , 𝑛) . Given a

set of (𝑛,𝑚& , 𝑚'), calculate the type I

error and powers 𝛽! or 𝛽";

3. Repeat steps 1 and 2 untie we find the

smallest 𝑛 and corresponding 𝑚' and

𝑚& , such that 𝛼 ≤ 𝛼∗ and 𝛽! ≥ 𝛽!∗ or

𝛽" ≥ 𝛽"∗.

q Given the pre-specified global type I error 𝛼∗ and global power 𝛽!∗ or 𝛽"∗, MERIT design can obtain the 

op[mal design parameters (𝑛,𝑚$, 𝑚%) through numerical search using the following algorithm:  

Optimal design parameters (𝑛,𝑚1, 𝑚3) of MERIT design, when 𝐽 =
2, 𝜙1,0, 𝜙1,* = (0.4, 0.2), and 𝜙!,#, 𝜙!,$ = (0.2, 0.4).

𝛽∗
𝛽* 𝛽+

𝛼∗ = 0.1 𝛼∗ = 0.2 𝛼∗ = 0.1 𝛼∗ = 0.2

𝑛 𝑚1 𝑚3 𝑛 𝑚1 𝑚3 𝑛 𝑚1 𝑚3 𝑛 𝑚1 𝑚3

0.6 26 7 6 23 6 26 25 6 5 18 5 4

0.7 33 9 7 30 8 33 33 8 6 24 7 5

0.8 44 12 8 39 11 44 39 11 8 30 8 5
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Operating Characteristics: under power I

q Type I error and power of MERIT design when 𝜙$,(, 𝜙$,! = (0.4, 0.2), and 𝜙%,(, 𝜙%,! = (0.2, 0.4). 
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Part 1: Design and Sample Size DeterminaGon for MulG-Dose Randomized Trial

Peng Yang (Rice University)

Operating Characteristics: under power II

q Type I error and power of MERIT design when 𝜙$,(, 𝜙$,! = (0.4, 0.2), and 𝜙%,(, 𝜙%,! = (0.2, 0.4). 
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Software: shiny app on www.trialdesign.org
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Software: shiny app on www.trialdesign.org
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Software: shiny app on www.trialdesign.org
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Software: shiny app on www.trialdesign.org
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Software: shiny app on www.trialdesign.org
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Software: shiny app on www.trialdesign.org
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Software: shiny app on www.trialdesign.org
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Part 1: Design and Sample Size Determination for Multi-Dose Randomized Trial

Peng Yang (Rice University)

Conclusion

q In this project, we proposed MERIT design for a multiple dose randomized clinical trial by considering 

both toxicity and efficacy data.

q MERIT design provides a rigorous statistical framework for sample size determination and optimal dose 

selection.

q This design extends beyond the traditional hypothesis testing framework, introducing structure 

null and alternative hypothesis to account for the ordered nature of doses across arms.

q The sample size is determined by  rigorously defining a generalized type I error and power, 

showing a sample size 20 to 40 per dosage arm often offers reasonable type I error and power.

q This wok has been published in Statistics in Medicine.

q MERIT design is available on www.trialdesign.org as a shiny app.
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Part 2: Self-adap/ng Mixture Prior to Dynamically Borrow Informa/on from Historical Data

Peng Yang (Rice University)

Background and literature Survey

Treatment 𝜃*

Control 𝜃

Historical data 𝐷+Treatment 𝜃*

Control 𝜃 Historical data 𝐷+

𝐻): 𝜃- ≤ 𝜃

𝐻!: 𝜃- > 𝜃

Treatment is not superior than control;

Treatment is superior than control.𝜋)(𝜃)

Hypothesis TesTng:

Pr 𝜃- > 𝜃 𝐷, 𝐷-) > 𝐶

where C is probability cutoff to maintain desirable 
type I error rate.

Pr 𝜃> > 𝜃 𝐷,𝐷> , 𝐷?) > 𝐶

𝜋(𝜃|𝐷)

𝜋(𝜃-|𝐷-)

𝜋(𝜃|𝐷, 𝐷.)

𝜋(𝜃-|𝐷-)
Decision Making: 

𝜋 𝜃 𝐷 =
𝜋(𝐷|𝜃)𝜋)(𝜃)

𝜋(𝐷)Bayes’ Theorem:

𝜋 𝜃 𝐷, 𝐷. =
𝜋(𝐷|𝜃)𝜋(𝜃|𝐷.)

𝜋(𝐷, 𝐷.)
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Part 2: Self-adapting Mixture Prior to Dynamically Borrow Information from Historical Data

Peng Yang (Rice University)

Background and literature Survey

q Borrowing informa[on from historical or real-world data has great poten[al to improve the efficiency

and feasibility of clinical trials.

q In the literature 

q Ibrahim et al. (2000) proposed power priors, which use a power parameter to acknowledge the possibility of prior-

data conflict and discount the historical data for information borrowing;

q It is important to acknowledge the prior data conflicts, and the neglect of this may cause a loss of power and 

inflate the type I error. 

𝜋(𝜃|𝐷.) ∝ 𝐿(𝜃|𝐷.)/ 𝜋)(𝜃)

𝜋 𝜃 𝐷. , 𝜏 ∝ 𝐿 𝜃 𝐷. 𝜋(𝜃|𝜃. , 𝜏)𝜋)(𝜃)

𝜋 𝜃 𝐷. = 𝑤 𝐿 𝜃 𝐷. 𝜋) 𝜃 + (1 − 𝑤)𝜋) 𝜃

q Hobbs et al. (2011) proposed commensurate priors that control information borrowing based on the 

commensurability between historical data and current data; 

q Schmidli et al. (2014) proposed robust meta-analytic predictive (MAP) prior, which mixes a MAP prior with a 

vague prior.
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Part 2: Self-adapting Mixture Prior to Dynamically Borrow Information from Historical Data

Peng Yang (Rice University)

Methodology: Mixture prior

q To acknowledge the possibility of prior-data conflict and improve the robustness of the inference, Schmidli

et al. (2014) proposed mixture priors:

where 𝑤̀ is a pre-specified fixed mixing weight that controls the degree of information borrowing from 𝐷..

q 𝝅𝟏(𝜽) is an informative prior 𝝅𝟏(𝜽|𝑫𝒉) that has been constructed 

based on historical 𝐷. using a certain methodology.

q 𝝅𝟎(𝜽) denotes a non-informative or vague prior.

𝜃

𝑤̀ = 0.5

𝜋)(𝜃)

𝜋!(𝜃|𝐷.)

𝜋3(𝜃)

𝜃.

𝜋(𝜃|𝐷, 𝐷.)

q Ideally, the mixing weight 𝑤̀ should reflect the degree of 

relevance of the historical data to the new trial 

q Unfortunately, such information is rarely known as a priori.
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Part 2: Self-adap/ng Mixture Prior to Dynamically Borrow Informa/on from Historical Data

Peng Yang (Rice University)

Methodology: Self-adap[ng mixture prior

q To account for potential prior-data conflict, we propose an empirical way of pre-determine 𝑤 that takes

both historical data and current trial data into consideration:

q Let 𝜃+ denote the treatment effect associated with 𝐷+,

which could be the same as or significantly different from

𝜃;

𝜃.

𝜃

𝛿𝛿

Borrow

No borrow No borrow
q Let 𝛿 denote a clinically significant difference (CSD) in the

treatment effect such that if |𝜃. − 𝜃| ≥ 𝛿, 𝜃. and thus it is not

clinically sound to borrow any information from 𝐷..
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Part 2: Self-adapting Mixture Prior to Dynamically Borrow Information from Historical Data

Peng Yang (Rice University)

Methodology: Self-adap[ng mixture prior

q To proceed, we define two models (or hypotheses), denoted by 𝐻( and 𝐻!,

q Under 𝐻), 𝜋!(𝜃) and 𝐷 are consistent, thus it is appropriate to use 𝜋!(𝜃) to borrow informaTon from 𝐷.;

q We propose to use the likelihood ratio as the evidence of favoring 𝐻! versus 𝐻( in a data-driven way,

where 𝑅 is the likelihood ratio statistics. 

q Under 𝐻!, the treatment effect of 𝐷 and 𝐷. are different to the degree that no information should be borrowed, 

thus, 𝜋)(𝜃) should be used for the posterior inference of 𝜃.
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Part 2: Self-adapting Mixture Prior to Dynamically Borrow Information from Historical Data

Peng Yang (Rice University)

Methodology: Self-adapting mixture prior

q The self-adjus[ng mixture prior is formed as 

where 𝑤 = 4
!54

is the SAM weight. 

q It is important to note that, unlike the fixed-weight mixture prior, where its mixing weight 𝑤̀ is a constant, 𝑤 is a 

function of 𝐷 and 𝐷. (i.e., data-dependent).
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Part 2: Self-adapting Mixture Prior to Dynamically Borrow Information from Historical Data

Peng Yang (Rice University)

Methodology: Example with binary endpoints

q Consider a binary endpoint 𝑦!, 𝑦", … , 𝑦,~ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 𝜃 . 

q Let 𝑥 = ∑67!8 𝑦6 denote the number of responses among 𝑛 subjects treated in the control arm

q let 𝑥. and 𝑛. denote the corresponding number of responses and subject in the historical data

where the informaTve prior 𝜋!(𝜃) is constructed based on a vague prior 𝜋) 𝜃 = 𝐵𝑒𝑡𝑎(𝑎, 𝑏) . 

q Let o𝜃. = (𝑎 + 𝑥.)/(𝑎 + 𝑏 + 𝑛.), the SAM prior is given by

where 𝑤 = 𝑅/(1 + 𝑅) with 
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Part 2: Self-adapting Mixture Prior to Dynamically Borrow Information from Historical Data

Peng Yang (Rice University)

Methodology: Example with binary endpoints

q Owing to its conjugacy, given 𝜋-./(𝜃) and trial data 𝐷, the posterior of 𝜃 is given by

where 𝑤∗ is the re-weighted 𝑤 by the posterior normalizing constant associated with each mixture component. 
Specifically, 

where 𝐵(q,q) stands for beta function.
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Part 2: Self-adapting Mixture Prior to Dynamically Borrow Information from Historical Data

Peng Yang (Rice University)

Methodology Application: Example with binary endpoints

q For binary case, we considered 𝜃. = 0.3, 𝛿 = 0.1, 𝑛. = 𝑛- = 300; 𝑛 = 150.

Relative Bias Relative MSE

0.0

0.2

0.4

0.6

0.8

0.00 0.25 0.50 0.75 1.00
θ

W
ei
gh
t

Mixture Weight

Relative Bias: Bias of a method – Bias of NP

Relative MSE: MSE of a method – MSE of NP
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Part 2: Self-adapting Mixture Prior to Dynamically Borrow Information from Historical Data

Peng Yang (Rice University)

Methodology Application: Example with binary endpoints

q For binary case, we considered 𝜃. = 0.3, 𝛿 = 0.1, 𝑛. = 𝑛- = 300; 𝑛 = 150.

Type I error

Power

Type I error

Power

Pr 𝜃> > 𝜃 𝐷,𝐷> , 𝐷?) > 𝐶

Decision Making: 

Message:
SAM prior preserves good power while 
maintaining better type I error control 
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Part 2: Self-adapting Mixture Prior to Dynamically Borrow Information from Historical Data

Peng Yang (Rice University)

Software: CRAN
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Peng Yang (Rice University)

Conclusion

q In this project, we proposed SAM prior to dynamically borrow information from historical data to 

current randomized clinical trials.

q SAM prior is an empirical Bayesian approach that determines the mixing weight using likelihood ratio 

test statistics or Bayes Factor based on outcome data.

q SAM priors are data-driven and self-adapting, favoring the informative (noninformative) prior 

component when there is little (substantial) evidence of prior-data conflicts.

q The paper is published on Biometrics.

q SAM package is available on CRAN https://cran.r-project.org/web/packages/SAMprior/index.html;

q Propensity score-integrated (PS-SAM) will be released on CRAN soon.

Part 2: Self-adap/ng Mixture Prior to Dynamically Borrow Informa/on from Historical Data
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Peng Yang (Rice University)

Precision Medicine and predictive biomarker identification

q We proposed a Bayesian adaptive design for avatar-driven 
cancer clinical trials
q Stage I: equal randomization (run-in phase)
q Stage II: adaptive randomization (adaptive select optimal 

treatment for each patient)
q Predict the population that is sensitive to avatar responses

Additional Thesis Research

Avatar-driven clinical trials for precision medicine

Quantifying intratumor heterogeneity from multi-region transcriptomic data

q We proposed a hierarchical Bayesian model for mul[-region RNA data
q EsTmate the immune cell proporTon while accounTng for within subject 

correlaTon
q QuanTfy the intratumor heterogeneity by the variability of immune cell 

proporTons 
q U[lize variance inference for op[miza[on to enhance the scalability 
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Peng Yang (Rice University)

Collaborative Research

Clinical Research and Genomic Study 

q I served as Graduate Research Assistant at The Coordination and Data Management Center (CDMC) in 

MD Anderson Cancer Center

q Maintenance and development of existing R programs to monitor enrollment, check data quality 

q Engaged in weekly meetings with investigators and physicians to address and resolve statistical inquiries

q Conducting statistical analysis for collaborative publication in medical journals

q I collaborated with several projects on cancer genomic study 

q Performed deconvolution on matched whole genome sequencing and RNA sequencing data from TCGA and 

TRACERx study

q Conducted sample integration, cell type annotation, differential gene expression analysis for single cell 

RNAseq data
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Peng Yang (Rice University)

Publica/on and Awards

Thesis Research
q Design and sample size determination for multiple-dose randomized phase II trials for dose optimization. Statistics in

Medicine. 43, 2972-2986.
q Selected for the 2023 ASA Biopharmaceutical Section Regulatory-Industry Statistics Workshop Student Poster Award!

q SAM: Self-adapting mixture prior to dynamically borrow information from historical data in clinical trials. Biometrics.
79, 2857-2868.

q A novel Bayesian model for assessing intratumor heterogeneity of tumor infiltrating leukocytes with multi-region
gene expression sequencing. The Annals of Applied Statistics. 18, 1879-1898.
q Selected for the 2023 ASA Section on Statistics in Genomics and Genetics (SGG) Student Paper Award!

q A Bayesian Adaptive Design for Avatar-Driven Cancer Clinical Trials. Submitted to The Journal of the American
Statistical Association.

Collaborative Research
q Estimation of tumor cell total mRNA expression in 15 cancer types predicts disease progression. Nature Biotechnology.
q Transcriptomic Profiling of Plasma Extracellular Vesicles Enables Reliable Annotation of the Cancer- specific

Transcriptome and Molecular Subtype. Cancer Research.
q Transcriptome data analysis: Methods in Molecule Biology. Humana Press.
q Exocrine Pancreatic Dysfunction in Chronic Pancreatitis: Analysis of the PROCEED Study. In Submission.
q Single-Cell RNA Sequencing Identifies Molecular Biomarkers Predicting Late Progression to CDK4/6 Inhibition in

Metastatic HR+/HER2- Breast Cancer. In Submission.
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